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Abstract
In this paper, we present an approach for the systematic and comprehensive inclusion of ethical considerations in the design 
and development process of artificial intelligence systems, called Ethics by Design for AI (EbD-AI). The approach is the 
result of a three-year long research effort, and has recently be adopted by the European Commission as part of its ethics 
review procedure for AI projects. We describe and explain the approach and its different components and its application to 
the development of AI software and systems. We also compare it to other approaches in AI ethics, and we consider limita-
tions of the approach as well as potential criticisms.
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1  Introduction

Ethics by Design is an approach for systematically and com-
prehensively including ethical considerations in the design 
and development process of new technological systems and 
devices. Although the approach can be applied to any tech-
nology, historically its focus has been on the design of AI 
systems. In this essay, we present and critically discuss a 
full-blown approach in Ethics by Design for AI.

The concept of Ethics by Design has its roots in Euro-
pean studies in computer science, ethics and responsible 
innovation of the mid and late 2010s [1, 2]. Possibly, it is a 
generalization of the notion of “privacy by design” [3]. The 
central idea behind it is that technology can be made ethical 
through its design process. The concept acquired a boost in 
Europe through a 2019 resolution of the European Parlia-
ment regarding the need for a comprehensive artificial intel-
ligence policy, which stated that the Parliament “believes 
that any AI model deployed should have ethics by design” 
[4].

While the concept of Ethics by Design for AI was thus 
established by around 2020, both in research and in policy, 
our assessment is that no developed approach had been pre-
sented so far. Past publications presented criteria and proto-
approaches, but not a full approach that could be used in 
actual design processes. The 2018 article by Dignum et al., 
“Ethics by design: Necessity or curse?” provides a defini-
tion of ethics by design and proposes ethical principles and 
issues for Ethics by Design, but then does not proceed to 
provide an approach for it, although it reviews some ideas 
from a workshop that could provide building blocks for an 
approach [1]. The 2018 article by d’Aquin et al., “Towards 
an ‘Ethics by Design’ Methodology for AI Research Pro-
jects,” [2] comes closer to defining an approach to Ethics by 
Design. It proposes requirements for an Ethics by Design 
methodology and a set of guiding principles towards it. But 
as it acknowledges, these are just steps towards an Ethics 
by Design approach, and the paper does not present a full 
approach.

In the period 2019–2021, the task to develop a complete 
approach was taken up in a collaboration between two EU-
funded projects with a focus on ethics of AI: the SHERPA 
and SIENNA projects. These were the two largest EU-
funded projects at the time focusing on ethical and human 
rights aspects of AI. With the approval of the European 
Commission, they set out to develop an Ethics by Design 
approach for AI in 2019.
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The first version of this approach was developed within 
the SHERPA project [5], and a subsequent, improved version 
in the SIENNA project [6]. This latter version also became 
the basis for a guidance document which was published as 
part of the ethics review process for AI projects under the 
Horizon Europe funding scheme. We bear responsibility for 
the final version of the SIENNA/SHERPA Ethics by Design 
approach, as we are the authors of the final report on Ethics 
by Design and also worked with the European Commission 
to develop the guidance document on ethics by design for 
European funding [7].

We call this approach “Ethics by Design for AI” or “EbD-
AI” in short. In this paper, we present our approach and 
situate it within the broader landscape of approaches in 
AI ethics. We will also discuss its strengths as well as its 
limitations.

2 � Ethics by design for AI and its application

EbD-AI is an approach to AI ethics which is based on the 
conviction that technology is not neutral and that values can, 
to some extent, be embedded into the design process. A key 
premise here is that design choices are not morally neutral 
but can have significant ethical consequences. Granted, 
many of the consequences of a new technology are partially 
or wholly dependent on how and in what context it is used. 
However, design matters as well: design choices can some-
times generate particular consequences across a broad range 
of uses or use contexts. For example, an app that is designed 
to automatically collect and disseminate personal informa-
tion about its users, without informed consent, violates pri-
vacy in a way which is largely independent of how and when 
it is being used.

The idea that values can be embedded in design is already 
somewhat familiar within computer science [8]. The idea of 
Privacy by Design [9], in particular, is already well estab-
lished, and the idea of Secure by Design has also recently 
been established [10]. More recently, Transparency by 
Design has been proposed as an approach [11]. Beyond 
computer science, Safety by Design (or Safe by Design) 
is an approach which incorporates safety aspects of a sys-
tem throughout the design process [12, 13]. Design for 
Sustainability does the same for sustainability [14]. These 
approaches demonstrate that a wide range of values can be 
taken into consideration during design. The goal of these 
approaches is often to bring it about that these values are 
actually realized or upheld. A guarantee for this cannot be 
given, because the application and use of systems intro-
duces new variables that can often override these efforts. It 
is, therefore, proper to say that incorporating consideration 
of an ethical value during the design process increases the 
likelihood that this value is realized in the resultant system. 

However, there will always be uses or use contexts in which 
the desired value is not manifested.

Ethics by Design for AI provides engineers with specific 
tangible tasks which must be accomplished during system 
development. However, it does not specify how those tasks 
should be accomplished, because this will depend on the 
application to be developed and the organization doing so. 
The premise of the Ethics by Design for AI approach is that 
it is more effective to provide engineers with pre-identified 
tasks to be performed, rather than ask them to undertake 
philosophical deliberations. Engineers generally do not pos-
sess skills of ethical analysis and deliberation to recognize, 
assess and mitigate ethically problematic AI, while they are 
also faced with challenges that are likely to make AI systems 
have ethical issues, such as a lack of diversity in their field 
and biases in input data.

It is, therefore, insufficient to ask AI engineers to improve 
the ethical status of AI systems without providing suitable 
tools. The solution we propose is to add a framework in the 
form of a set of tasks which can be appended to their devel-
opment methodology. Engineers are familiar with methodol-
ogies and frameworks for specific classes of concern, such as 
reliability. EbD-AI moves ethical concerns to the same level 
as  such concerns so that ethical issues become a routine 
part of system development. We should emphasize that this 
approach works well for routine ethical issues in design. For 
special ethical issues, a reflective and deliberative approach 
is preferred. We recommend that an ethicist is connected to 
AI development projects who can do an initial ethical impact 
or risk assessment for the project and identify and reflect on 
such ethical issues with the team.

In the EbD-AI approach, the focus is on instantiating core 
moral values necessary for a design to meet ethical stand-
ards, ranging from privacy to fairness. As with many ethical 
terms, their exact meaning within a specific application will 
vary, or even be debatable. It will often be for the organisa-
tion to develop their own ethical stance regarding what a 
particular value means with regard to the specific application 
under development. How this is done is not a concern of the 
EbD-AI approach, which merely lays down what must be 
done, not how to make it applicable to all AI development 
organisations.

Let us now turn to our proposed EbD-AI approach itself, 
which ensures ethical matters are addressed throughout the 
full length of the development process. Requirements will 
apply not only to the AI system itself, but also to some of 
the processes and the tools used in its development. First, 
foundational moral values and principles of a general nature 
are converted into ethical requirements for the specific AI 
system to be developed, then it is determined how to build 
the system in a manner which instantiates them. Thus, ethi-
cal requirements are translated into concrete tasks, goals, 
tools, functions, constraints, and the like Fig. 1.
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We now offer an outline of how EbD-AI is used in AI 
system development. This is not a description of how to 
apply EbD-AI during the development process, which is 
discussed in Sect. 4 “Implementation” below. Instead, this 
section summarizes the main steps in the process of apply-
ing EbD-AI to any development. The EbD-AI approach is 
applied through five steps:

1.	 Assessment: First, the system’s objectives are assessed 
against the foundational moral values (listed in Sect. 3 
“Ethical Framework). If any core moral values are vio-
lated, the AI, as envisioned, is already unethical. If this 
is the case, the overall objectives of the application 
should be reconsidered.

2.	 Instantiation: Next, these moral values are instantiated as 
characteristics the AI system should possess. This pro-
vides ethical design requirements. How ethical design 
requirements are developed depends on the development 
methodology, organizational structure, and the nature of 
the AI system. It is not a part of the EbD-AI approach to 
determine how EbD-AI is introduced into any organiza-
tion. Some tasks required by the EbD-AI will clearly 
demand appropriate organisational support. However, 
there will always be many ways to implement them.

3.	 Mapping: The third step of the Ethics by Design 
approach involves mapping these high-level ethical 
design requirements into specific procedures and actions 
to be taken during the design process. These will be 
implemented through various means, including system 
functionality, data structures and organizational meas-
ures. In some cases, ethical requirements may require 
additional functionality; in other cases they may act as 
constraints on what functionality is permissible. Many 
will call for additional organizational processes. For 
example, to avoid algorithmic bias, one should under-
take a formal bias assessment of data before it is used.

4.	 Application: Because Ethics by Design is a high-level 
approach which can be mapped onto any development 
methodology, the fourth step is to determine where in 
one’s own methodology each ethical requirement will 
be handled and how. The Ethics by Design approach 
facilitates this by offering a generic model of develop-

ment into which values have already been translated 
into AI-specific requirements. The process of actually 
implementing EbD-AI within one’s chosen methodol-
ogy thus becomes one of mapping this generic model 
onto that methodology. Most organizations will need to 
reorganize their development processes to some degree. 
For example, version control systems may need modi-
fication to track ethical issues. Such change will work 
best if developers are encouraged to lead these changes 
[15].

5.	 Implementation: The final step is simply to implement 
Ethics by Design protocols during the development pro-
cess in accord with the mapping done in the previous 
step. While this step can be described easily, it forms 
the bulk of the work when developing an AI system. 
As such, it is described in its own section below (see 
Sect. 4: “Implementation”).

3 � The ethical framework for ethics by design 
for AI

In this section, we present core moral values relevant to AI. 
These values form an “ethical framework,” since they are the 
values and norms that inform the design of AI systems. As 
explained in the previous section, we start with high-level 
values for AI, which are then translated into design require-
ments for AI systems, which are further translated into 
specific measures to be undertaken at specific points in the 
design process, as described in Sect. 4 “Implementation”.

The values in EbD-AI reflect an emerging global con-
sensus regarding which moral values should govern AI. 
In recent years, numerous international organisations and 
national governments have proposed ethics guidelines for AI 
that specify these ethical values, including the Institute of 
Electrical and Electronics Engineers (IEEE), the European 
Commission’s High-Level Expert Group on AI (AI-HLEG), 
the Organisation for Economic Co-operation and Develop-
ment (OECD) and UNESCO. There is a strong agreement 
between these documents [16] that the following six val-
ues should be paramount in the development and use of AI: 
freedom, privacy, fairness, transparency, accountability, and 

Fig. 1   The steps on how to apply the Ethics by Design framework
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well-being (of individuals, society, and the environment).1 
Many of these values correspond to human rights affirmed 
in international and national laws and to those general ideas 
regarding avoiding harm and doing good, which are widely 
shared across cultures.2

The EbD-AI approach endorses these six values,3 and, 
given that these guidelines were developed in a European 
context, we use the particular formulation of them by the 
EU-endorsed High-Level Expert Group on Artificial Intel-
ligence (AI-HLEG). We now present a summary of the six 
values and the main design requirements that follow from 
them.4

3.1 � Human agency 

Human agency encompasses three values that are recognized 
as human rights: freedom, autonomy and dignity. Respect for 
human agency involves respecting for human being’s right 
to have their own thoughts, make their own decisions and 
carry out their own actions.

Design requirements

1.	 An AI system should not be designed or used in a man-
ner which deprives people of the ability to make deci-
sions which they should be able to make for themselves.

2.	 An AI should not be designed or used in a way that 
results in the reduction of basic human freedoms, includ-
ing freedom of movement, assembly, speech and infor-
mation.

3.	 AI systems should not be designed or used to subordi-
nate, coerce, deceive, manipulate, objectify or dehuman-
ize people.

4.	 AI systems should not be designed or used to create 
addiction to the system or to the services which it pro-
vides.

5.	 AI applications should be designed to give system opera-
tors and (as much as possible), end-users the ability to 
control, direct and intervene in operations of the system.

6.	 AI systems should never make the final decision about 
important issues of a personal, moral or political nature. 
They may recommend, but the final decision must 
always be made by a human.

3.2 � Privacy and data governance

This principle affirms the right to privacy of all human 
beings, and affirms the importance of data governance, 
including measures to support the quality and accuracy of 
data, access to data, and other data rights, such as ownership. 
Requirements apply to both the data used during the design 
of the AI system and data generated by it when in use.

Design requirements

1.	 The rights of data subjects should be respected during 
the processing of personal data.

2.	 To ensure accountability, where personal data is pro-
cessed by an AI, there must be ways to demonstrate how 
it ensures lawfulness, fairness and transparency of that 
data processing.

3.	 Measures must be in place to safeguard the rights of data 
subjects through technical measures, such as anonymiza-
tion, as well as through organisational measures, such as 
access control systems.

4.	 Whenever relevant, AI systems must support the right 
of an individual to withdraw consent for the use of their 
personal data.

5.	 Data should be acquired, stored and processed in a man-
ner which can be audited by humans.

3.3 � Fairness

This value implies that people should be given equal rights 
and opportunities and should not be advantaged or disad-
vantaged undeservedly. Fairness implies the absence of any 
form of discrimination, as well as support for diversity and 
inclusion.

Design requirements

1.	 AI systems should avoid algorithmic bias, including bias 
in input data, modelling and algorithm design.

1  A seventh frequently mentioned value is (cyber)security. We do not 
include it in our list, however, because we believe it is already suffi-
ciently accounted for in regular development processes.
2  Good definitions of these values, and other terms relevant to Ethics 
by Design, can be found in the Assessment List for Trustworthy Arti-
ficial Intelligence (ALTAI) which has been produced by High-Level 
Expert Group on Artificial Intelligence [17].
3  It is important to understand the purpose of this paper is not to 
argue in favour of these values. They have already been adopted as 
the foundational values of the Ethics by Design for AI approach by 
the EU. The aim of this paper is to report them and describe how to 
apply them.
4  Ours is not the first attempt to operationalize high-level ethics prin-
ciples for AI. What is special about it, though, is that it operation-
alizes these specifically for design and development of AI systems, 
and as design requirements that are further operationalized as specific 
design actions. Compare this with the AI-HLEG, which has opera-
tionalized its ethics principles into a checklist called the Assessment 
List for Trustworthy Artificial Intelligence (ALTAI) [17]. This check-
list does not differentiate between requirements for design, deploy-
ment and use, and also does not differentiate between mid-level 
requirements and low-level procedures and actions, as we do.
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2.	 AI systems should, to the extent relevant and possible, 
be universally accessible and offer the same functional-
ity and benefits to end-users irrespective of their differ-
ent abilities, beliefs, preferences or interests.

3.	 AI systems should, to the extent possible, be designed 
to avoid negative social impacts on social groups, espe-
cially protected social groups.

3.4 � Individual, social and environmental well‑being

According to this principle, AI systems should contribute to, 
and not harm, individual well-being, the quality and func-
tioning of society, and the quality of the environment.

Design requirements

1.	 AI systems should be safe to use and should not have a 
propensity to harm or significantly reduce the health and 
physical or psychological well-being of any stakeholders 
(users, clients, data subjects, and other affected parties).

2.	 AI development should be mindful of the principles of 
environmental sustainability, both regarding the system 
itself and the supply chain to which it connects.

3.	 AI systems should not negatively impact the quality of 
communication, social interaction, information, social 
relations or democratic processes; for example, by 
amplifying fake news or segregating people into filter 
bubbles.

3.5 � Transparency

This refers to the idea that the purpose, inputs and operations 
of AI applications should be knowable and understandable 
to its stakeholders. This is so they can understand how, and 
for what purpose, these systems function and how their deci-
sions are arrived at.

Design requirements

1.	 It must be made clear to users that they are interacting 
with an AI system—especially for systems that simulate 
human communication, such as chatbots.

2.	 The purpose, capabilities, limitations, benefits and risks 
of the AI system and the decisions it makes must be 
openly communicated to all stakeholders.

3.	 AI systems must be constructed so that people can audit, 
query, dispute or seek to change its activities. This 
includes organizational processes by which the opera-
tors can receive and assess requests from third parties.

4.	 When building an AI system, one should consider what 
measures will enable the traceability of the AI system 

during its entire lifecycle, from initial design to post-
deployment evaluation.

5.	 Whenever relevant, AI decisions should be explainable 
to users. Where possible this should include the reasons 
why the system made a particular decision. We recog-
nize that this may not be possible with some systems. 
Nevertheless, the system (or those deploying it) should 
always have a mechanism by which to explain what 
the decision was and what data were used to make that 
decision. Explainability is especially important for sys-
tems that make decisions or perform actions for which 
accountability may be required, such as decisions that 
can cause harm or restrict an individual’s rights.

6.	 AI development processes always involves making deci-
sions about ethical issues, such as how to remove bias 
from a dataset. Transparency requires that development 
processes and tools record these ethical design decisions 
so that it is possible to understand how ethical obliga-
tions were met. This information may be required for 
audits, for disputing decisions made by the system or for 
correcting any ethical issues which arise after deploy-
ment.

3.6 � Accountability and oversight

Accountability for AI applications means that actors 
involved in their development and operation take responsi-
bility for the way that they function and for the resulting con-
sequences. Human oversight means that humans are able to 
understand, supervise and control the design and operation 
of their systems. Oversight is a condition for accountability, 
since actors need it to have the information and influence 
that is needed for accountability.

Design requirements

1.	 AI systems should allow for human oversight regarding 
their decision cycles and operation, unless compelling 
reasons can be provided which explain why oversight is 
not required.

2.	 The deployment process of an AI system should include 
risk assessment. Procedures for mitigation after deploy-
ment should be in place from the moment the system is 
deployed.

3.	 AI systems should be auditable by independent third 
parties. The procedures and tools available under the 
XAI approach [18] support best practice in this regard. 
This is not limited to auditing the decisions of the sys-
tem itself, but also the procedures and tools used during 
the development process. Where relevant and practical, 
the system should generate human accessible logs of the 
AI system’s internal processes.
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As a next step, each of these design requirements is trans-
lated into further procedures and actions at different stages 
of the design process, as explained in the next section.

4 � Implementation of ethics requirements 
within specific development 
methodologies

To be useable in any design methodology, Ethics by Design 
offers a generic model of system development. This model 
has been intentionally designed so that it can be mapped 
onto any formal development methodology. The model 
frames system development in terms of six generic “phases.” 
While they are, unavoidably, described in a linear sequence 
of discrete steps, they should be understood as classes of 
operation which can be mixed, rearranged and parsed as 
appropriate to fit into the development processes which one 
will actually use when building an AI system.

We present a summary of these phases below. We have 
summarized the tasks to be performed in each of these 
phases. These include both tasks directed at the implemen-
tation of the ethics requirements presented in Sect. 3 and 
tasks of a more general nature that promote ethical design. In 
our full approach, there are 63 tasks. While we will provide 
examples of specific tasks to be performed in each phase, 
space prevents us listing all these tasks in full. Detailed 
tasks lists for each phase can be found in the EU’s official 
guideline document [7]. However, it is important to appre-
ciate that we are not proposing a definitive task list which 
is applicable to all possible developments. Some tasks may 
not be relevant, while other tasks we have not listed may be 
required. Our aim has simply been to identify those tasks we 
consider essential, together with those which are relevant to 
the widest range of AI systems. This model complements 
that described in Sect. 2 “EbD-AI and its application”. It 
contains the same processes, but describes them in more 
operational detail and pins them to specific steps during soft-
ware development. Section 2 described the general approach 
to using EbD-AI. This section now describes one method 
for doing so, but others may be more appropriate for some 
cases.

To give an idea of what tasks look like and how they 
are related to ethical requirements, consider the following 
example: The principle of transparency contains an ethics 
requirement that it must be clear to users they are interacting 
with an AI system. This requirement is first considered dur-
ing the specification of requirements phase, which requires 
that design specifications, constraints, selected resources 
and infrastructure must be assessed for compatibility with 
the ethics requirements. Thus, a requirement is added that 
the system have ways of informing users it is an AI system. 
This will require planning for specific components during 

the detailed design phase, possibly a notification system or 
a user acceptance form. It will also generate a second more 
general requirement that the system is not constructed in 
such a way that the interface or output could be mistaken for 
a human (as much as possible).

Next, there is a specific task during high-level design 
which instructs developers to ensure there is no aspect of 
the AI system which could be mistaken for a human. At 
the high-level design phase, designers will therefore need 
to evaluate all features and functions being contemplated 
for their potential to mislead people. Some may need modi-
fication, while others may require additional features to 
provide the necessary information to the user. In addition, 
functional components, such as user notification systems, 
need to be designed. These then need to be constructed dur-
ing the development phase. Finally, during the testing and 
evaluation phase, there will be several related tasks, such 
as testing the functionality of user notification systems, but 
also general testing to establish whether users understand 
that they are interacting with a non-human agent and/or that 
a decision, content, advice or outcome is the result of an 
algorithmic decision in situations where not doing so would 
be deceptive, misleading, or harmful to the user.

Within each phase, we have determined specific tasks 
required to fulfil the high-level values and corresponding 
ethics requirements, listed above. Our following descrip-
tion of the phases in our generic model summarizes the key 
objectives of each phase and provides examples of some of 
the tasks which should be performed to meet those objec-
tives Fig. 2.

It is an unavoidable consequence of the nature of “by 
design” approaches that many, if not all, of their require-
ments require interpretation. Requirements are not technical 
specifications. They are generic characteristics which rel-
evant AI systems should exhibit. In the same way as requir-
ing a software system should be reliable, requiring an AI 
system be ethically compliant does not specify exactly what 
functionality it should exhibit, how it should be constructed, 
or what organisational processes are required. AI is a gen-
eral technology, and so any approach applicable to all AI 
must necessarily avoid domain-specific requirements, which 
would not be applicable to all. For example, the requirement 
that “AI systems should be safe to use and should not have a 
propensity to harm or significantly reduce health and physi-
cal or psychological well-being of any stakeholders” may 
legitimately be considered open-ended. This is intentional 
because we cannot anticipate every possible AI application 
which may one day be created. Thus the intention behind 
the requirements is that they be as applicable as possible by 
remaining at a general level.

These six generic “phases” are as follows:
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1.	 Specification of objectives. This involves a top-level 
outlining of the purpose and desired capabilities of the 
system. It is important to ensure that these align with 
ethical standards. It is also important to consider any 
ethical issues which may occur during the development 
process, perhaps because of particular procedures or 
tools. The objectives of the system to be designed are 
evaluated against the six generic moral values listed 
above. Some may be more important than others or 
even have legal mandates. For example, the value of 
Data Governance includes compliance the GDPR, or 
its local equivalent. An example of a specific task to 
be performed to ensure compliance with the value of 
Data Governance is to assess whether plans for what 
data will be used are fair and appropriate. If the aim of 
the system is not compatible with these values, then it 
is not permissible to develop the system as envisioned. 
Another restriction concerns objectives that are likely to 
result in harm (physical, psychological, or financial) or 
damage (environmental or damage to social institutions). 
System objectives that would lead to discrimination or 
disadvantage for certain social groups should be modi-
fied to prevent this. In the case where a project is inher-
ently incompatible with the ethical values, then the pro-
ject should not proceed. However, it is also important to 
consider potential misuse of the system, whether inten-
tional or accidental. In addition to assessing whether 
the system’s objectives meet the ethical principles and 
requirements, the impact of a system on stakeholders 
permeates the moral values listed above. The inclusion 
of external stakeholders when setting both the system’s 
requirements and the ethical principles thus becomes a 
critical ethical requirement from the earliest stages of 
design.

2.	 Specification of requirements occurs when the develop-
ment methodology calls for the determination of techni-
cal and non-technical requirements for the system. This 
should include those requirements needed to achieve 
good ethical status. The aim of this phase is to produce a 
development plan, which includes design specifications, 

task deadlines and an assessment of the staff resources 
required. In most projects, organizations will already 
have a standardized set of tools. However, these may 
not sufficiently allow for an Ethics by Design for AI 
approach. This means it might be necessary to factor 
in acquisition or development of new tools to support 
EbD-AI. Moreover, additional requirements for human 
oversight and documentation are likely to mean that 
internal processes have to be changed. The requirement 
for auditability and accountability will most likely call 
for a formal, documented, assessment of the proposed 
design for compatibility with the ethical requirements. 
This should include an ethical risk assessment or ethical 
impact assessment, in which ethical risks are identified 
specific to the system to be designed. It may also require 
the production of an EbD-AI implementation plan which 
can ensure incorporation of the Ethics by Design for 
AI approach. It is advisable that planning at this stage 
includes an ethical compliance architecture which is 
embedded into the development process, especially if 
adopting EbD-AI for the first time. Since it may require 
specific tools or system functionalities, the development 
of an ethical governance model is appropriate at this 
time. Testing of the completed system will now require 
testing for ethical compliance, which will require new 
procedures and resources, so this should be planned for 
at this time.

3.	 The high-level design phase involves the creation of the 
system’s high-level architecture, sometimes preceded by 
developing a conceptual model. The technical and non-
technical requirements of the system, either of which 
can include ethical requirements, are incorporated into 
this phase. Key concerns at this stage include transpar-
ency, autonomy, privacy and fairness, which should be 
translated into specific functionalities within the system. 
It is the essence of EbD-AI that one ensure the ethical 
requirements are included in the list of system require-
ments just like any other, such as security or reliability. 
Ethical requirements should be treated exactly like tradi-
tional system requirements, meaning that they should be 

Fig. 2   The six “phases” of the Generic Development Model
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programmed in the system organically, rather than being 
treated as special, ancillary or extraneous. Requirements 
such as auditability, traceability and accountability usu-
ally mean keeping records of internal data manipula-
tion by the system. The requirement for transparency 
will demand that human oversight keeps an eye on these 
developments, while traceability and accountability 
require this oversight is documented. Consequently, a 
specific task required at this time is the design of mech-
anisms by which to document how data acquisition, 
storage and use happen. This needs to be auditable and 
must cover both the development process and use once 
operational. An additional task required in this regard is 
the design of ethical documentation systems which are 
sufficient to make ethical issues identifiable and their 
resolution traceable and explainable. The general con-
cern in this regard is to ensure the system is transparent 
and that it supports the other ethical requirements, such 
as protection of personal data and ethical governance. In 
addition, explaining how the system design will promote 
universal accessibility is to be encouraged. This may 
include an accessibility assessment of the initial design. 
Where it is anticipated ethical requirements cannot be 
met, justification for this should be developed during 
this phase.

4.	 Data collection and preparation occurs when one’s 
development methodology calls for the assembly and 
integration of data. The data collection and preparation 
phase is crucial, because incomplete or biased datasets 
are a major cause of unethical AI systems [19]. In the 
same way as newly written code is automatically pre-
sumed to contain bugs, it is essential to treat collected 
data as biased or incomplete until it has been tested and 
validated. Concrete measures must be taken to address 
this concern. The ethical requirement for AI systems to 
be explainable also means the measures taken to check 
and remediate data need to be documented and can be 
justified as sufficient and appropriate. Data may reflect 
the biases of a particular society, so there needs to be 
active proof that the data are representative or neutral 
before it can be used in the system. Care should also be 
taken to ensure that the learning or algorithmic manipu-
lation processes do not introduce new biases. Ethical 
issues can also arise during the preparation of the data 
because even data cleaning can introduce problems [20]. 
As a result, steps should be taken to ensure that new 
biases are not introduced into the dataset or that other 
problems do not arise during use, such as de-anonymi-
sation. It is, therefore, important to assess where ethi-
cal and/or data protection requirements could be vio-
lated, ensuring that the processing of data follows the 
GDPR or other relevant legislation. For example, if your 
planned system will process personal data, the values 

of data minimisation, traceability and accountability all 
require that your application is capable of demonstrating 
how you have incorporated the rights to data protec-
tion into your design and how it contains specific design 
features to enable this (such as the right of data subjects 
to have their data corrected or deleted). Similarly, trans-
parency dictates you must carry out an analysis of the 
ethical risks related to the data processing and if needed, 
produce a risk mitigation plan.

5.	 The design and development phase occurs when actu-
ally constructing the system. Here ethical requirements 
become instantiated through the various construction 
processes, supported by appropriate tools and methods. 
Specific actions to incorporate ethical requirements are 
interpolated with other tasks. For example, transpar-
ency and accountability dictate you ensure the code is 
actively documented within the software program (as 
appropriate to the language(s) and methodology) and 
in appropriate ancillary documentation. It is impor-
tant to ensure documentation is understandable to fel-
low programmers and accessible by them. It is highly 
likely that some procedures will need to be modified to 
build the ethical requirements into the system. In addi-
tion, it is likely some changes to organizational struc-
ture will be required to manage ethical requirements 
across the development lifecycle. For example, Google 
have developed an organizational framework they call 
SMATR (Scoping, Mapping, Artifact Collection, Test-
ing and Reflection) to audit implementation of EbD-AI 
requirements throughout the development process, “all 
of which have their own set of documentation require-
ments and account for a different level of the analysis 
of a system” [21]. Supplementary tools will be required 
which programmatically support ethical values, such as 
the “Model Cards for Model Reporting” [22] and “Data-
sheets for Datasets” [23] toolsets. Additional documen-
tation will be required both to ensure proper implemen-
tation of EbD-AI and to satisfy requirements such as 
accountability and traceability. Since the requirements 
of Ethics by Design for AI are widely recognized, formal 
structures for such documentation often exist, such as 
those of Explainability Fact Sheets [24]. It is important 
to note, as demonstrated above, that the requirements of 
Ethics by Design for AI are not new or innovative, but 
have been widely recognised for some years. As a result, 
no organization is required to invent everything from 
scratch. Tools, procedures, guidelines and organizational 
frameworks exist under various independent initiatives 
by which to satisfy these requirements. EbD-AI is sim-
ply an approach by which to organize and implement 
them. Most of these needs should have been recognized 
and planned for during the Specification of Require-
ments phase, if there is sufficient granularity in the plan-
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ning. However, at least for the first project or two, it is 
likely that once development commences, things will not 
work as anticipated, or unforeseen needs will arise, such 
that project plans will need modification and additional 
tools, procedures or organizational structures will be 
needed. It is, therefore, important to add sufficient slack 
to project timescales for the organisation to learn how 
to do Ethics by Design for AI in its own unique context. 
Furthermore, as anyone who has moved a development 
team to a new methodology or coding platform will 
recognize, proper management of the human element is 
essential during this process [25, 26]. The ethical guide-
lines should be shared with all those working on the sys-
tem, while managers should treat ethical requirements 
as fundamental to the system, not as questionable extras 
forced on them. In this respect, importing toolsets which 
can programmatically handle many of the requirements 
serves the dual purpose of shifting the burden of labour 
away from coders while also promoting an understand-
ing that ethical considerations are now merely a standard 
part of the AI development universe.

6.	 The testing and evaluation phase involves verifying that 
the system meets the original objectives and require-
ments, which were determined in the specification 
phases (1 and 2 above). An ethical examination should 
be conducted during testing to verify the system com-
plies with all its ethical requirements. If properly (and 
fully) implemented, the EbD-AI approach will have 
anticipated and addressed most, if not all, ethical issues 
before reaching this phase. It is important that real-
world use of the system be assessed at this point. For 
example, since many ethical problems with AI involve 
unequal treatment of minority subsets of users [27], it 
is advisable to involve a good cross-section of potential 
stakeholders during testing. It might be the case that the 
functional requirements have been achieved, but not all 
the ethical requirements. For example, one task specified 
under the value of transparency is to test whether users 
fail to understand that they are interacting with a non-
human agent. The aim of EbD-AI is to prevent such an 
outcome, so ethical issues should have been dealt with 
during the development process and ought not come up 
at this stage. A project ethical requirements checklist 
can be used to confirm the system’s ethical compliance. 
It cannot be assumed that existing testing methods can 
assess ethical requirements adequately. As result, it is 
important during the Specification of Requirements 
phase to assess, and probably modify, the plans for final 
system testing. For example, if running beta testing with 
end users, reporting mechanisms need to contain provi-
sion for identifying and reporting ethical concerns. If it 
is determined that an ethical requirement has not been 
met, then this should be treated as one would treat any 

other type of bug and dealt with accordingly. It is essen-
tial that stakeholders are involved in this step because 
impact on stakeholders is a major concern of ethical 
AI. The understanding of the system’s behaviour by its 
end-users should also be included in the testing process 
because ethical problems can arise when users misper-
ceive what the system offers in some manner, most often 
by over-estimating its capabilities [28]. Certain key tasks 
are necessary to assess whether ethical requirements 
have been fully implemented: testing whether users 
understand that they are interacting with an AI, ensuring 
that human-useable auditability is built into the system, 
confirming that stakeholders and end-users understand 
the system’s capabilities and limitations, ensuring there 
are processes by which end-users can report risks or 
biases in the system and formally attempting to predict 
the consequences of the system’s functionalities. It is 
important that assuring ethical compliance is not left 
until the final testing phase. The whole point of EbD-AI 
is to ensure ethical compliance throughout the entire 
process. Many aspects of the system will be unchange-
able by the testing phase. For example, oversight, trans-
parency and human governance all require extensive 
logging in human-readable format by many elements 
of an AI system, from initial learning to decisions. It 
would be extremely difficult to add such functionality 
after a system is completed. It is, therefore, essential 
that compliance with the demands of EbD-AI is moni-
tored and enforced throughout the entire development 
process. As development continues, deviations from the 
ethical requirements should be spotted and addressed as 
soon as possible. Doing so ensures minimal disruption 
to the development process. If done correctly, the final 
tests for ethical compliance should be mere formalities 
to confirm what has been monitored and built into the 
system from the beginning. EbD-AI is not something 
which can be isolated from the rest of the developers, 
but requires a cultural adjustment so that it permeates 
the entire development organisation.

The EbD-AI approach can be integrated into any design 
methodology from this generic model because the construc-
tion of any AI system must undertake the tasks listed above 
in some manner. Accordingly, these tasks need not follow a 
strictly linear progression. For example, in an AGILE envi-
ronment, some phases would be iterated multiple times. Irre-
spective of the methodology being used, the objective of 
Ethics by Design for AI is to take ethical issues into account 
throughout the entire development process, treating them 
just like any other “more technical” requirements, such as 
reliability, usability or security.

The steps by which to integrate the Ethics by Design 
approach are as follows:
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1.	 Map the tasks described in the generic model into one’s 
chosen methodology.

2.	 Determine which ethical requirements are relevant 
within each stage of that methodology.

3.	 Use this to create a list of ethical requirements for each 
stage of your methodology.

4.	 Review the aim of the project, including data sources, 
functionality, output and deployment context. Determine 
if the list of ethical requirements is sufficient to cover all 
these aspects or if additional requirements are needed. 
This is particularly important if the system could have a 
significant impact on people’s lives.

5.	 Implement formal systems to include EbD-AI into every 
element of your development methodology. Checklists 
of ethical requirements for each element are often a use-
ful starting point. The first time any organization uses 
EbD-AI, it is likely to discover that additional tools 
and procedures are required. Fortunately, as illustrated 
above, the ethical requirements for AI outlined here are 
not unique to Ethics by Design for AI, but are widely 
recognized in the AI development community. As a 
result, many initiatives, such as XAI (eXplainable AI) 
[29], exist offering tools which can be used to incorpo-
rate EbD-AI tasks into any existing development meth-
odology.

5 � Strengths, limitations and the role of EbD 
in AI ethics

Ethics by Design for AI is an approach to AI ethics which 
aims to include ethical considerations in the design and 
development of AI systems in both a systematic and a com-
prehensive manner. We would like to contrast and compare 
our approach to several other approaches in AI ethics. First, 
our approach is different from efforts to develop high-level 
ethics guidelines for AI, such as the mentioned guidelines 
from organizations like UNESCO, IEEE, OECD and AI-
HLEG. Our effort is, instead, to operationalize ethics guide-
lines to guide a specific practice, namely the design of AI 
systems.

Our approach is also different from approaches to ethi-
cal assessment of AI, which focus on identifying ethical 
issues in AI, but not necessarily on mitigation during the 
design process [30, 31]. It should also be distinguished from 
approaches that focus on the inclusion of ethical consid-
erations in the deployment and use of AI systems. These 
are processes that are largely separate from systems design. 
We actually developed a separate approach for the ethical 
deployment and use of AI systems that is based on the same 
high-level principles as our Ethics by Design approach, but 
that are operationalized for the deployment and use of AI 
systems [32].

Let us now turn to approaches other than our own that 
also focus on ethical design and development of AI systems. 
One alternative approach is a research ethics approach for 
AI. This is any approach that focuses on ethics assessment 
of AI systems development project by a research ethics com-
mittee. In the review procedure, the committee reviews a 
project plan prior to the project’s inception and assesses 
whether ethical issues can be identified or foreseen at this 
point and whether these are adequately accounted for in the 
plan. This process is quite different from Ethics by Design 
for AI, which is a continuous procedure rather than a one-
time intervention, and which does not involve a research 
ethics committee in the process, but puts the largest respon-
sibility for consideration of ethical criteria on developers 
rather than external parties.

We actually co-developed a research ethics framework 
for AI with the European Commission, and this approach is 
now part of its Horizon Europe ethics review framework [33, 
Annex 1, 34]. This is a framework that does not only cover 
AI systems development, but also fundamental research 
in AI. Under the Horizon Europe ethics review procedure, 
compliance to AI research ethics standards is mandatory for 
AI projects, and the use of the EbD-AI approach is recom-
mended but not required. The research ethics framework for 
AI is based on the high-level principles used that are also 
used in the Ethics by Design for AI approach, consisting of 
a checklist with nine questions that inquire about specific 
ethical issues that may be at play. If any question is answered 
affirmatively, the researcher must detail how the issue will be 
dealt with in the project. We consider that Ethics by Design 
for AI and research ethics can have complementary roles 
for AI systems design. Research ethics allows for an ini-
tial screening for ethical issues, including ones that are not 
generic but specific to the proposed design project. Ethics 
by Design for AI subsequently takes these specific issues 
on board and ensures a systematic accounting for them and 
others over the course of the design process.

Ethics by Design for AI can also be contrasted with 
embedded ethics approaches for AI development, which 
focus on the inclusion of ethicists in design teams so that 
they can bring their expertise in ethics to bear on ethical 
issues and dilemmas in the design process [35]. The Ethics 
by Design for AI approach certainly does not preclude the 
inclusion of ethicists in design processes, and we in fact 
recommend that ethicists are involved at least in an initial 
ethical assessment, if not throughout the whole design pro-
cess. Nevertheless, we hold that the inclusion of ethicists 
in design teams without the simultaneous inclusion of an 
EbD-AI approach will not lead to optimal results, since 
most ethicists do not have expertise in AI systems devel-
opment and may therefore not be able to provide detailed 
recommendations to developers on what actions to take. The 
Ethics by Design for AI approach has already made many 
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translations of ethical criteria to specific design processes 
and actions and thereby bridges a gap between technical and 
ethical expertise which computer scientists and ethicist may 
otherwise find difficult to bridge.

Our approach can also be contrasted with approaches that 
focus on design for particular values. We already mentioned 
Privacy by Design, Secure by Design and Transparency by 
Design, amongst others. These approaches could, however, 
enrich Ethics by Design for AI by improving its methods 
for designing for particular values. Our approach is also 
different from approaches that focus on ethical design at 
the algorithmic level, such as ethical algorithm design [36] 
and algorithmic fairness [37], which can also further enrich 
and improve Ethics by Design for AI. It can moreover be 
contrasted to approaches that do not focus on the design of 
AI systems specifically, but of information systems more 
generally, such as value-sensitive design [38] and the IEEE 
Standard Model Process for Addressing Ethical Concerns 
during System Design [39]. Our approach is broadly com-
patible with the latter approach in particular, but differs due 
to its focus on ethical issues and design processes that are 
specific to AI.

5.1 � Strengths, limitations and criticisms

We believe that an Ethics by Design approach provides the 
best approach for the incorporation of ethical criteria in the 
development of AI systems. It is, moreover, an approach that 
does not preclude other approaches that have been proposed 
for incorporating ethics, including research ethics, embed-
ded ethics and approaches that focus on design for particular 
values or on ethical design of algorithms. In fact, we hold 
that combining these approaches with an Ethics by Design 
for AI approach can lead to better outcomes.

Let us now discuss some strengths and limitations of the 
Ethics by Design for AI approach that we propose, beginning 
with strengths. A first strong point is its intended integra-
tion with regular design methods. Our belief is that system 
developers are the individuals who ultimately make the 
decisions and carry out the actions needed to incorporate 
ethical criteria in design, and that they are more likely to do 
so if these criteria are integrated into their regular design 
methodology. This also has the advantage that development 
processes are not dependent on the presence of ethicists for 
ethical considerations to be included.

A related strong point is its operational detail. Our 
approach operationalizes ethical values and principles, not 
just by translating them into design requirements, but also by 
further translating them into detailed processes and actions 
to be taken at different phases in the design process. A final 
strong point is that the approach is flexible because it can be 
combined with a variety of existing design methodologies 
for AI systems. It also allows for combination with other 

approaches to ethical design, such as the ones mentioned 
previously.

Let us now turn to potential criticisms of our approach 
and resulting weaknesses. One criticism that we have heard 
made to our approach is that it preselects the values that 
should govern the development of AI systems and is, there-
fore, not flexible with respect to what values should be 
included in the approach. This is true, but we did not select 
the six values that we propose because we personally like 
them, but because there is a broad international consensus 
about their applicability to AI, as discussed earlier in the 
paper. Moreover, many of these values reflect basic human 
rights and principles of ethics about which there is a longer 
history of international consensus, as reflected, amongst oth-
ers in the UN Declaration of Human Rights. Note that also 
our approach does not preclude the addition or subtraction 
of values. It is merely the case that we have made transla-
tions into ethics requirements, designs processes and actions 
only for the values that we have offered here. Indeed, it is 
the case that we have focused on these particular values pre-
cisely because of their widespread acceptance and therefore 
general consensus.

A second criticism is that the approach is too focused 
on the application of ethical principles and does not leave 
enough room for discovery of new ethical issues and for 
reflection and deliberation. We believe that there is plenty of 
room for these processes. However, we distinguish between 
“routine” and “special” ethical issues in design. “Routine” 
issues are issues that are likely to show up in any design 
project, such as generic privacy issues in relation to personal 
data or the possibility of algorithmic bias. We believe that 
such “routine” issues are best dealt with by making them 
part of normal design methodology and that the amount of 
reflection needed for them is limited.

In addition, our approach involves an ethical impact 
assessment for the specific design project early on in the 
process, which aims to uncover special ethical issues and 
is preferably carried out by an ethicist in collaboration with 
developers. These special issues may not be covered by the 
principles and requirements in place and may impose addi-
tional design requirements or specific actions required for 
mitigation. In addition, many of the actions that we recom-
mend at different stages of the design process involve reflec-
tion before action is taken, such as processes that involve 
stakeholder consultation, which is a deliberative and reflec-
tive process.

A third potential criticism is that the approach is too com-
plicated and cumbersome for designers. They could have 
to read a 30 page document (the length of our document 
included in the Horizon Ethics AI guidelines), map our 
generic design phases onto their own favored design meth-
odology and then apply dozens of actions to implement the 
approach. Our reply is, first of all, that serious consideration 
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of ethical issues in systems development cannot be achieved 
by reading one-page documents and spending a few hours 
discussing ethics. A development project can take several 
person-years if all time is added up, and if even one half of a 
percent of this time is devoted to ethical considerations, that 
could still amount to weeks, if not months, of time. Moreo-
ver, learning the Ethics by Design for AI approach is a one-
time process, as the skills are transferable to other projects.

Ideally, though, we think that EbD-AI should be taught 
as part of professional education, in accredited AI and com-
puter science programs. It will be a long process before this 
is realized, but it is encouraging that there is growing rec-
ognition in the AI community that there should be design 
methodologies containing many of the principles we have 
proposed, including the already existing privacy by design 
methodologies and methodologies for algorithmic fairness, 
transparency and accountability. It is possible that in the 
future, these approaches will be incorporated into a more 
general Ethics by Design for AI methodology, but they may 
also remain as separate methodologies. In either case, our 
position is that they have a place in the curriculum of AI and 
computer science programs.

6 � Conclusion

In this article, we presented an Ethics by Design approach 
for the development of AI systems, EbD-AI. The approach 
specifies recommended processes and actions at differ-
ent phases in AI development, intended to incorporate six 
ethical values or principles: agency, privacy, fairness, well-
being, transparency and accountability. These values are 
translated into design requirements, which are then trans-
lated into specific actions to be taken at different design 
phases. The approach always includes an ethical assessment 
of the specific system that is being designed and is intended 
to accommodate special, as well as standard, ethical issues 
in design. We also discussed how the approach relates to 
other approaches in AI ethics, and we discussed its strengths 
and potential weaknesses. The argument we have strived to 
establish is that Ethics by Design for AI is an indispensable 
approach for the incorporation of ethical considerations in 
the design process of AI systems and therefore should be 
seen as a central approach in AI ethics overall.
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